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We present the results of ab initio calculations of several intrinsic and oxygen-containing defects in CaF2

including an F center, a substitutional O− ion, an O2−-vacancy dipole, and FA(O2−) and F +
2A(O2−) centers.

The calculations have been performed using a hybrid density functional and an embedded cluster method. The
calculated optical absorption (OA) spectra and magnetic properties are in a very good agreement with available
experimental data. It is suggested that isolated substitutional O− ions induce an OA band in the vacuum ultraviolet
region at about 7 eV. The nature of the OA bands associated with O2−-vacancy dipoles and other, more complex,
defects is clarified and corresponding luminescence mechanisms are discussed.
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I. INTRODUCTION

Calcium fluoride is a suitable material for a variety of laser
optical applications in the ultraviolet spectral region. It can,
for instance, be used for generating high-order harmonics1 and
white light2–5 from ultrashort laser pulses. Due to its very large
band gap (12.1 eV),6 CaF2 is one of few materials suitable for
lenses and optical windows in lithography systems operating
in the deep ultraviolet (DUV) and vacuum ultraviolet (VUV)
spectral regions7–9 with, potentially, significant economic
impact.

It is now possible to produce large-size CaF2 single
crystals of highest purity.10–12 However, there remain issues
limiting the use of CaF2 for highly demanding ultraviolet
(UV) applications. In particular, intrinsic birefringence,13–15

and even trace concentrations of defects, can be detrimental
to the material’s optical properties.16 For example, rare-earth
impurities17 and oxygen defects18,19 may induce unwanted
laser beam distortion, optical absorption,20 and promote
material damage.21,22

One of the main obstacles to exploiting the full potential
of CaF2 is the presence of oxygen centers, having an
optical absorption in the ultraviolet region.23–26 Therefore, we
undertook a comprehensive effort for calculating geometrical
structures and optical properties of oxygen centers and related
defects in CaF2. As several of these defects may be detected
and identified using electron paramagnetic resonance (EPR)
spectroscopy, we complement our studies by calculating the
hyperfine (hf ) coupling constants, where appropriate.

In “as-grown” CaF2 crystals, substitutional oxide ion
impurities are compensated by anion vacancies (VA) and
form O2−-VA complexes.27,28 Since the formal charges of a
substitutional O2− and an anion vacancy with respect to their
lattice sites are –1 and + 1, respectively, these complexes are
often called O2−-VA dipoles. Three optical absorption (OA)
bands, all in the VUV region, are assigned to this defect.
Characteristics of the bands peaking at 6.7 and 8.4 eV are
firmly established,29,30 while exact position and the width of
the third, higher energy, band are still debated. Authors of

Ref. 30 suggest that the maximum of this band is at 9.2 eV,
while, according to Ref. 29, it is at 9.8 eV. We note that
high-precision measurements of the optical absorption at the
energies above 9 eV are complicated due to proximity to the
bulk exciton absorption at about 10 eV. Excitation in all three
bands of O2−-VA dipoles leads to the same luminescence band
with the maximum at 2.6 eV and a spectral width of 0.5 eV.

Excitation in the second and third bands can result in
photodissociation of the O2−-VA dipoles if the temperature
exceeds 200 K.23 The same effect can be achieved by x-ray
irradiation of the crystal and by its exposure to UV light with
energy higher than the excitonic absorption edge. As a result
of the photodissociation, the concentration of the O2−-VA

dipoles decreases and other defect species, such as isolated
substitutional O− ions and complexes of O2− with neutral and
charged anion vacancies [FA(O2−) and F+

2A(O2−) centers], are
observed.23

While the main stages of the photodissociation mechanism
have been clarified earlier,31 other processes taking place in
oxygen-containing CaF2 crystals are much less understood. In
particular, thermoactivated transformation of the photodisso-
ciation products, i.e. O− ions, FA(O2−) and F+

2A(O2−) centers,
observed at room temperature and above, leads to a partial
replenishment of the O2−-VA dipoles. The nature of this
transformation is yet unknown.

On the theory front, modeling of anion vacancies32–38

and their complexes with oxygen impurities39,40 face several
challenges.

First, electronic centers such as a neutral anion vacancy,
i.e., an F center, can have complex long-range charge density
distributions. For example, the hyperfine interaction of the
F center with the lattice F atoms is known to extend to
the seventh shell of the anions around the vacancy site.41–43

Therefore, accurate modeling of the magnetic properties of
these defects requires describing a large number of atoms near
them quantum mechanically.

Second, oxygen defects in CaF2 have absorption energies in
the deep UV region, which can only be described theoretically
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FIG. 1. (Color online) Schematic setup for the embedded cluster
calculations. See the main text for the sizes of each region.

if the material’s band gap is reproduced well. This, in
turn, requires using ab initio methods more accurate than
the standard DFT methods based on the local density and
generalized gradient approximations.37

Finally, vacancies and substitutional oxygen impurities
aggregate into complex defects, such as O2−-VA and F+

2A(O2−)
centers, which form convoluted patterns of defect-induced
atomic displacements. These displacements involve several
tens of atoms near the defect site, yet, they need to be taken
into account as they affect defect spectroscopic characteristics,
in particular, the values of the hyperfine coupling constants and
luminescence energies.

The purpose of this paper is to make an accurate calculation
of complex defects in the bulk CaF2 and to predict their
spectroscopic properties. Detailed quantitative understanding
of the spectroscopic properties of these defects is crucial for
developing predictive models of defect-induced processes in
this materials.

II. CALCULATION DETAILS

We employed a hybrid embedded cluster method in which
a cluster, formed by a defect and its nearest surrounding,
is considered quantum mechanically (QM cluster) and is
embedded into the remaining part of the system, which
is represented classically. In this approach, an infinite crystal is
modeled using a large finite cluster containing several thousand
atoms and called nanocluster. The nanocluster is divided into
regions I and II, as shown in Fig. 1. Region I includes several
hundred atoms and is divided into (i) a QM cluster with a defect
and surrounding atoms treated using an ab initio technique, (ii)
an interface region, connecting the quantum cluster to the rest
of the solid, and (iii) the remainder of region I modeled using
the classical shell model.

Atoms of the interface region have a dual nature and interact
quantum mechanically with the QM cluster and classically
with the rest of the nanocluster. Region I is surrounded by a
finite region II, which is treated atomistically. The classical
ions in regions I and II are treated using the shell model44

and interact with each other via interatomic potentials. Both
quantum and classical atoms in region I are allowed to move in
the course of the calculations. Positions of the QM atoms and

classical cores and shells are determined simultaneously using
an effective energy minimization scheme. Atoms in region II
are kept fixed in their ideal, bulk positions and provide correct
potential energy surface for the atoms inside region I. The QM
contributions to the total energy and forces are calculated using
the Gaussian package for ab initio calculations of atoms and
molecules.45 This embedded cluster method is implemented in
a computer code GUESS and its application to ionic and polar
materials, molecular crystals, and metal-organics interfaces is
described in details elsewhere.46–51

A. Nanocluster, regions I and II, and the QM clusters

The nanocluster is constructed so the site-to-site variations
of the electrostatic potential in its inner region reproduce
well the electrostatic potential variations in the bulk CaF2.
To achieve this, we selected a cubic lattice building block
Ca2+( 1

4 F−)8, in which the Ca2+ ion is located at the cube center
and eight fractions of the fluorine ion ( 1

4 F−) are located at the
cube corners. Each such building block is neutral and has no
dipole moment. Then, a spherical nanocluster of ∼32 Å radius
is assembled from these building blocks. By construction, the
nanocluster is neutral and has no dipole moment.

It is important to note that, while the site-to-site variations of
the electrostatic potential inside the nanocluster are the same as
in the CaF2 bulk, in general, the absolute values of the potential
differ. This is because not all components of the Cartesian
quadrupole moments of the Ca2+( 1

4 F−)8 building blocks are
equal to zero and, as discussed in Ref. 52, the potential inside
the nanocluster is determined by its shape. This has no effect
on the calculated values of the physical properties discussed
in this paper. A general method of eliminating an arbitrary
number of the electric multipole moments in any crystal cell
in order to provide the absolute convergence of the lattice
electric potential is discussed elsewhere.52,53

The shape and size of region I are defined by the problem at
hand and should allow one to account for the defect-induced
lattice relaxation accurately. In all calculations reported in
this paper, we use a spherical region I, which is located at
the center of the nanocluster, has the radius of ∼13 Å, and
contains about 700 ions. This is sufficient to account for most
of the defect-induced lattice relaxation. The remaining part of
the nanocluster (region II) is sufficiently large to provide an
accurate potential energy surface for the atoms inside region I.

The QM cluster is located at the center of region I. Since
the charges associated with F− and Ca2+ ions deviate from
their formal values, significant deviation of a QM cluster
stoichiometry (CamFn) from that of the crystal (CakF2k) can
lead to the cluster being overcharged either negatively or
positively. However, fully stoichiometric clusters often have
low symmetry and low compactness. Thus, for each considered
defect, the size and shape of the QM clusters is selected in order
to make them simultaneously as stoichiometric, compact, and
symmetric, as possible.

The following QM clusters were selected according to this
rule and used to model the point defects in the present work:
Ca4F7 and Ca16F33 for the F center and substitutional O− ion,
Ca14F28 for the O2−-VA dipole and the FA(O2−) center and
Ca18F40 for the F+

2A(O2−) center.
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TABLE I. Parameters of the shell model and interatomic poten-
tials. The interface correction applies to the pairs of Ca atoms of
the interface region and F atoms of the QM cluster only. A,ρ,C

are parameters of the Buckingham potential U (r) = A exp(−r/ρ) −
C/r6. Y is the shell charge, k is the spring constant. Elastic constants
C11, C12, and C44 are given in GPa. Total charges of Ca and F ions
are +2 and −1, respectively.

A (eV) ρ (Å) C (eV Å6)

Classical region
Ca-F 1326.32 0.3001 0.10
F-F 1323.19 0.2687 17.81

Interface correction
Ca-F 500.00 0.3001 0.10

Shell parameters Y (|e|) k (eV Å2)
F –2.38 67.02

Elastic and dielectric
constants ε0 ε∞ C11 C12 C44

This paper 6.38 1.87 158.9 42.1 21.2
Experiment (Ref. 56) 6.76 2.06 164.0 53.0 33.7

It is well known54 that the crystalline environment, rep-
resented using the shell model, can artificially perturb the
charge density distribution within the QM cluster due to the
electrostatic interaction of electron density and the positive
charges associated with the shell-model ions. To avoid this,
we introduce an interface region (see Fig. 1) in which
cations situated within 7 Å from any of the QM cluster ions
are modeled using LANL1 effective core pseudopotentials
(ECPs).55 There are no basis functions associated with the
interface cations.

B. Classical interatomic potentials

In this paper, we used the shell-model parameters reported
in Ref. 57 and slightly adjusted them in order to provide
consistency between the quantum-mechanical and the shell-
model regions. Parameters of the Buckingham-type two-body
potentials were fitted to the lattice constant of 5.52 Å, which
is slightly larger than the experimental value of 5.462 Å, but
more consistent with the optimized geometrical structures of
the QM clusters. The obtained parameters are shown in Table
I together with the dielectric and elastic constants of CaF2

crystal calculated with this parameter set and those obtained
experimentally.

Since a part of the non-Coulombic short-range interaction
of the interface Ca ions with the atoms of the QM cluster is
taken into account quantum mechanically, only a corrective
interaction between the interface Ca ions and the fluorine
ions in the QM cluster is needed. This is fitted in order to
minimize the local structure distortion at the interface. The
corresponding parameters are also shown in Table I.

C. Choice of quantum-mechanical method and basis set

Accounting accurately for the electronic correlation is
crucial for the correct description of localized electronic states
of defects. It is known that the Hartree-Fock (HF) method
and density functional theory (DFT) within the generalized

gradient approximation (GGA) can give not only quantitatively
inaccurate, but also qualitatively incorrect, defect electronic
structures.58–60 For example, the HF calculation of a VK center
in the CaF2 crystal predicts that the electronic hole is localized
on one of the lattice fluorine ions. This is qualitatively different
from a firmly established electronic structure of the VK center,
in which the hole is localized on two neighboring fluorines
forming an F−

2 molecular ion.61

We used a hybrid density functional based on the three-
parameter exchange-correlation functional B3LYP,62,63 which
was modified so as to increase the relative weight of the HF
exchange contribution from 20% to 40%. This hybrid func-
tional is further referred to as B3LYP-40. Such a modification
of the B3LYP exchange part has been used, and discussed in
details, previously in, for example, Refs. 58, 59, and 64. For
the purpose of this work, we found that B3LYP-40 provides
accurate descriptions of both electronic and hole centers, i.e.,
the F center, which has an electron state in the band gap, and
the VK center,61 which has a hole state in the band gap. Hence,
it is sufficiently robust to be used for a wide range of defects
in the bulk CaF2.

Optical transition energies were calculated using the time-
dependent DFT (TDDFT) method.65 Where it was possible, we
applied also the �SCF method, in which the optical transition
energies are calculated as the difference between the total
energies of the excited and ground states, both of which are
calculated with the same self-consistent field (SCF) method.
This method is straightforward to apply if (i) the ground state
and the excited state of interest have different multiplicities,
e.g., they are singlet and triplet spin states, respectively; and (ii)
the ground and the excited states have different symmetries,
i.e., they belong to different irreducible representations of the
symmetry group of the defect.

The choice of the basis set is also of crucial importance
for predicting the correct electronic structure of the defects. In
particular, since the lattice anions and the electron-containing
anion vacancies have different spatial distributions of the
electron density, atomic Gaussian-type basis sets may provide
poor description of such electron-containing anion vacancies.

Therefore, in order to select the optimal basis set for the
defects considered in this work, we have investigated the
dependence of the F center hf constants, which provide a direct
measure of the defect spin density distribution in the F center,
on the quality of the basis sets and compared the obtained
results to the experimental data.41 The calculations were
performed using the smallest cluster Ca4F7 and did not include
geometry relaxation near the F center in order to reduce the
computational cost. Neglecting the lattice deformation in this
case is justified since, according to the literature31,32 and our
calculations reported below, this deformation is very small.

In order to optimize the basis set, we have considered the
effect of the number, radius, and orbital momentum of the
basis functions located at the vacancy site, and on the anions
and cations neighboring to the vacancy.

Comparison of the calculated hf constants and the experi-
mental data suggests that (i) basis set on the vacancy consisting
of sp and f shells dramatically improves the agreement be-
tween calculated and experimental characteristics, (ii) further
improvement is achieved by using polarization d shells on the
cations, and (iii) d shells on the anions have almost no effect
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TABLE II. Calculated and experimentally observed values of the
hyperfine coupling constants (in Gauss) for the fluorine ions near the
F center.

1 2 3 4
Ca4F7 Ca16F33 Ca16F33 Expt.

Ion Axis BASIS1 BASIS1 LANL2DZ (Ref. 41)

F(100) A1 〈100〉 89.29 88.15 113.25 79.07
A2 〈011〉 59.45 64.65 86.73 58.95
A3 〈011〉 59.34 64.20 86.59 57.38

F(110) A1 〈110〉 6.24 9.90 5.14
A2 〈001〉 4.29 7.10 3.27
A3 〈110〉 4.25 7.09 3.18

F(111) A1 〈111〉 9.63 4.09 9.75
A2 =A3 ⊥ 5.90 2.12 6.54

F(111) A1 〈111〉 3.10 3.40 1.97
A2 =A3 ⊥ 1.69 2.28 1.01

F(200) A1 〈100〉 2.04 2.56 1.68
A2 = A3 ⊥ 1.13 1.49 0.90

on the calculated characteristics. On the basis of this analysis,
we have selected the basis set for all subsequent calculations,
unless explicitly stated otherwise, and denoted it as BASIS1.

BASIS1 includes (i) one s, one sp, and one f shell on the
anion vacancy site with the orbital exponents of of 0.1, 0.05,
and 0.064 Bohr−2, respectively; (ii) standard Pople’s 6-31G
basis on all anions, i.e., fluorine and oxygen; (iii) 6-31G basis
with two additional polarization d shells from 6-311G* on
calcium ions located near the defect; (iv) LANL2DZ without
the most diffuse p shell and the corresponding LANL2 ECP
for all other cations of the QM cluster. The latter modification
of the LANL2DZ basis set does not significantly affect the
accuracy of the calculations, yet, it reduces the cost of the
computations for large QM clusters. With this basis set,
the calculated hf constants (A1 = 89.29 G, A2 = 59.45 G,
A3 = 59.34 G) are very close to the corresponding values
obtained experimentally (A1 = 79.07 G, A2 = 58.95 G, A3 =
57.38 G).42

III. RESULTS AND DISCUSSION

First, we investigate properties of isolated F center, anion
vacancy, and substitutional oxygen ion impurities and then
consider complexes of these defects.

A. F center

F centers in CaF2 have been experimentally characterized
in great details as early as in the 1960s.41–43 Their optical
absorption as well as hyperfine couplings up to the seventh
shell of neighboring ions are known. However, there are no
theoretical calculations of the F center approaching the same
level of accuracy and detail.

One can better understand the difficulties accompanying
theoretical modeling of the F center from Table II, where
we compare the values of the F center hf constants obtained
experimentally with those calculated using several QM clus-
ters and basis sets. The experimental values are shown in the
last column of the table. Positions and labels of nonequivalent
fluorine neighbors to the F center are indicated in Fig. 2.

FIG. 2. (Color online) Surface of the constant spin density
calculated for an isolated bulk F center. Dark (blue) and light (yellow)
spheres are Ca and F atoms, respectively.

These values show a quite unusual peculiarity: the hf
couplings for the F(111) ion, situated on the cube diagonal
from the F center site, are larger than those for the face
diagonal F(110) ion. In other words, the unpaired spin density
of the F center electron turns out to be larger on more distant
ions than on closer ones. [Due to the Td symmetry of the
defect, four F(111) ions are not equivalent to four F(111) ions
and have much smaller hf couplings. Here and below, 1 stands
for −1.]

In the early work by Stoneham et al.,42 the point ion method
has been used to obtain a wave function of the localized defect
electron. For the s-type spherically symmetric wave function,
the calculated hf couplings were in a very poor agreement with
the experimental data, being overestimated by a factor of ∼1.4
for F(100) and F(110) and underestimated by a factor of ∼10
for F(111) ions. The above-mentioned peculiarity has not been
reproduced. Admixture of an f -type component to the wave
function slightly cured the situation for the anisotropic part of
the hf tensor of F(111) and F(111) ions, while the isotropic
part was still underestimated by the factor of 6 or 7 depending
on the ion site. It was concluded that the resulting wave
function was overlocalized due to the lack of the exchange
and correlation interactions of the defect electron with the
rest of the crystal. Another conclusion of this work was that
the contribution of the fxyz function is essential for a correct
description of the F center charge density distribution. Since
that time, several theoretical works on the properties of F

centers in CaF2 (Refs. 32–36) and BaF2 (Refs. 66 and 67) have
appeared. However, none of these reports contain theoretically
calculated hf coupling constants.

Here, we investigate the dependence of the F center hf
constants on the basis set and the size of the quantum cluster.
The results of these calculations are summarized in Table II.
The data shown in column 1 have been obtained using the
small QM cluster Ca4F7, which contains only the first shell of
the fluorine neighbors of the F center. This cluster has been
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used to design basis set BASIS1, as described in Sec. II C.
Since this QM cluster is small and, therefore, it can provide
information about the values of the hf constants for the nearest
neighbors of the F center only.

The hf constants calculated using the same basis BASIS1
and QM cluster Ca16F33 (column 2) are in qualitative and
satisfactory quantitative agreement with the experimental data.
In this case, not only the hf coupling constants calculated for
F(111) ions are larger than those obtained for F(110) ions, as
they should be, but also there is a good overall agreement
between the calculated and measured hf constants for five
shells of the fluorine ions near the F center. The corresponding
spin density is shown in Fig. 2. Mulliken population analysis
of the spin density suggests that approximately 65% of the
electron spin is associated with the vacancy site and 6% with
each of the nearest Ca ions. The spin charge associated with
other atoms does not exceed 1%. A similar picture of the
spin density distribution arises from the Natural Population
Analysis (NPA).68 In this case, ∼30% of the electron spin is
associated with the vacancy site, while 15% is assigned to each
of the four Ca near it. Thus, according to NPA, ∼10% of the
spin density is beyond the vacancy and its nearest neighbors,
which is consistent with the experimental observation of the
F center hyperfine interaction with F atoms in as far as the
seventh neighboring shell.

For comparison, we provide the results obtained using the
same Ca16F33 QM cluster and standard basis sets: D95 basis
on anions and LANL2DZ basis and ECP on cations (column
3). It is clear that the spin density distribution, as indicated by
the values of the hf constants, is reproduced incorrectly in this
case. We note that the Ca LANL2DZ basis does not contain
d functions, while Ca atoms near the F center have two such
basis functions in the case of BASIS1. Hence, we conclude
that the presence of polarization functions is necessary for
accurate modeling of the F center spin density distribution.

The lattice distortion induced by the F center is quite small.
In the fully relaxed configuration, four nearest cations displace
outward with respect to their lattice sites by 0.043 Å, i.e., by
1.6% of the F-F separation. The six nearest anions move toward
the F center by 0.023 Å, and four F(111) fluorines move away
from it by 0.028 Å.

The F center ground state is formed by a 1s orbital
perturbed by a crystalline field of Td symmetry and contains
an admixture of an fxyz function as well as contributions due
to atomic orbitals of the neighboring ions. A one-electron
energy level of this state is situated in the band gap at 8.4 eV
above the top of the valence band (VB). The lowest virtual
orbital is the F center 2s function; it is situated at 13.3 eV
above the top of the VB. Three degenerate 2p orbitals follow
next at ∼13.44 eV. The one-electron band gap obtained for
the same cluster is 12.4 eV, i.e., both 2s and 2p orbitals of
the F center are situated above the bottom of the conduction
band (CB). This may suggest that the corresponding states are
either quasilocal or situated in the band gap near the bottom
of the CB and can be thermally ionized even at relatively
low temperatures. The band gap calculated using the �SCF
method as the lowest singlet-triplet transition is only 11.0 eV
due to the electrostatic interaction of the electron and the hole
confined to the QM cluster. However, this does not affect the
physical picture presented above.

Optical absorption energies of the F center have been
calculated using the TDDFT technique. The three lowest
excited states are degenerate and correspond to 1s→2p

transitions of the F center with an excitation energy of 3.23 eV
and oscillator strength f = 0.133 each. This energy value
is in excellent agreement with the experimental position of
the OA band maximum at 3.3 eV. We note that quantum-
chemical techniques such as, for example, the coupled-cluster
method with single and double excitations (CCSD) and
its higher-order alternatives, can provide a more accurate
description of the excited states.70,71 However, these methods
are computationally demanding and require very high-quality
basis sets, which makes it difficult to use them for extended
systems. For example, the lowest F center excitation energy
calculated using the Ca4F7 cluster, the CCSD method, and
BASIS1 is 4.6 eV. As the quality of the basis set is increased,
this excitation energy decreases to 4.1 eV, when a more
advanced and significantly more computationally demanding
basis cc-pVTZ is used. However, even with this basis set, the
excitation energy is not converged.

The forbidden 1s→2s transition has the calculated energy
of 3.48 eV. Higher-energy transitions with nonzero oscillator
strengths are three degenerate transitions with excitation
energies of 4.27 eV and oscillator strengths of 0.012 for
each transition. They can be interpreted as intradefect 1s→3p

transitions. We have also performed a �SCF calculation of the
lowest excited state of the F center, i.e., the 2p state, making
use of the fact that ground and excited states have different
symmetries. The �SCF energy of the 1s→2p transition is
3.12 eV, which is in good agreement with the excitation
energies both observed experimentally and calculated using
TDDFT.

To reveal the effect of the cluster size on the excitation
energies, we calculated the 1s→2p transition energy using a
small QM cluster Ca4F7 and the same B3LYP-40 functional
and BASIS1 basis set. The obtained excitation energy is
5.35 eV, i.e., it is overestimated by ∼2 eV with respect
to both the experimental optical absorption band and the
one calculated using QM cluster Ca16F33. To rationalize this
difference, we note that both 1s and 2p one-electron states
of the F center are confined within the QM cluster borders.
The effect of this confinement is the strongest for the 2p states
in the small QM cluster, which result in an overestimated
kinetic energy contribution to their one-electron energies
and, consequently, overestimated corresponding transition
energies.

The results of this section lead us to conclude that the
functional B3LYP-40, together with the BASIS1 basis set,
provide an accurate description of the energies and spatial
distribution of the F center electronic states in the CaF2 crystal.
This is manifested by the values of the hyperfine constants (see
Table II) and optical absorption energies calculated for this
defect. Both sets of data demonstrate that first, second, and
third neighboring shells of the defect site need to be included
in the QM cluster.

B. Substitutional O− ion

Isolated substitutional O− impurities form during pho-
todissociation of O2−-VA dipoles.23,30 These defect centers
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TABLE III. Calculated and experimental values of the hyperfine coupling constants (in Gauss) for the substitutional O− ion.

Ca16F33 Ca4F7 Expt. (Ref. 69)

Ion A Axis A Axis A Axis

O(000) −116.43 〈001〉 −114.03 〈001〉 97.8 〈001〉
7.68 ⊥ 10.00 ⊥ 9±6 ⊥

F(001) 63.79 〈001〉 57.12 〈001〉 63.6 〈001〉
20.69 〈110〉 16.60 〈110〉 15.4±0.5 ⊥
20.39 〈110〉 16.46 〈110〉 15.4±0.5 ⊥

F(100) −3.98 〈100〉 −3.59 (0.0, 0.99, 0.15) 3.6±0.5 〈100〉
−2.24 (0.0, 0.87, −0.49) −2.72 (0.0, −0.15, 0.99) 3.4±0.5 〈001〉
−2.04 (0.0, 0.49, 0.87) −1.57 〈100〉 1.2±0.8 〈010〉

were studied experimentally by means of EPR spectroscopy.69

No optical absorption associated with the O− ions has been
observed.

We have calculated this defect using Ca4F7 and Ca16F33

embedded QM clusters. The O− ion is a classical example
of the Jahn-Teller defect, which induces asymmetric lattice
relaxation and lowers the local symmetry from Td to D2d . The
hole 2p orbital, i.e., the unoccupied 2p orbital, is directed
along one of the 〈001〉 crystalline axes, which is further
denoted as the z axis. The same axis is the fourth-order
mirror-rotational axis of the D2d symmetry group. Two nearest
F(001) fluorines situated on the z axis displace toward the
O− ion by 0.1 Å, while four other nearest F(100) fluorines
displace from it by 0.06 Å. The four nearest Ca ions displace
by 0.05 Å. The direction of their displacement is toward the
O− ion along the z axis and away from it in the xy plane.
The displacements of all other lattice ions do not exceed
0.04 Å.

The hyperfine parameters of the defect calculated in both
clusters are shown in Table III together with the corresponding
experimental values. Where convenient, the principal axes of
the hf couplings tensor are shown in terms of the crystalline
axes, while in other cases they are given in directional cosines.
The calculated hf constants are in a reasonable agreement
with the experimental data for both clusters. For example, the
relative error for the largest component does not exceed 20%.
This suggests that this defect has a small radius, at least in the
ground state. Some of the calculated constants are negative,
while the corresponding experimental constants69 are reported
without the sign.

The lowest optical transitions calculated with TDDFT in
the Ca16F33 cluster are due to the electron transfer from
the 2px and 2py orbitals of the oxygen impurity to its
2pz orbital and correspond to the reorientation of the hole
orbital. These transitions have an energy of 0.40 eV and zero
oscillator strength. The next group of transitions is situated
at about 7 eV and is related to the hole transfer from the
O− ion to the valence-band states. Only one transition has
a considerable oscillator strength of 0.076 and an energy of
7.07 eV.

According to this result, substitutional O− ions should
induce an optical absorption band in the VUV region near 7 eV.
However, such an absorption band has never been observed
experimentally, most likely, due to the overlap with the bands
of other oxygen-containing defects. One way to verify the

existence of the O− absorption experimentally is correlating
the intensities of the O− EPR signal and the absorption bands
in the VUV region.

C. O2−-VA dipole

Properties of a complex formed by a substitutional oxide
ion impurity and an anion vacancy, denoted as O2−-VA dipole
for brevity, have been intensively studied experimentally. For
example, thermally induced reorientation and association of
the dipoles has been investigated by the thermostimulated
depolarization technique72,73 and their optical absorption and
emission have been described in Refs. 23, 29, and 30.
However, accurate theoretical modeling of the atomic-scale
mechanisms in the O2−-VA dipole is still lacking. Previously,
we have described the mechanisms of the O2−-VA dipole
migration and reported the corresponding activation energies
and discussed possible mechanisms of the photodissociation
of these dipoles.31

In this section, we are concerned with the optical absorption
and emission associated with the bulk O2−-VA dipoles. Cluster
Ca14F28 has been used for these calculations. The oxygen-
vacancy dipole induces considerable lattice distortions, so
the oxide ion displaces toward the vacancy site by 0.19 Å.
Five fluorine ions nearest to the vacancy displace toward it by
0.25 Å, while four fluorines nearest to the oxygen ion in the
xy plane displace away from it by 0.15 Å. All six calcium
ions near the vacancy and the O2− ion displace by 0.18 Å
in a general direction from the vacancy to the oxide ion. In
general, the equilibrium geometrical structure of the defect is
very close to that reported in Ref. 31 in spite of the difference
in the basis sets and the density functional.

In order to describe the optical transitions due to the
dipoles, it is convenient to introduce a local coordinate system
so the z axis is oriented parallel to the line connecting the
oxygen ion and the anion vacancy site. Then, the three highest
occupied one-electron states are dominated by 2p orbitals
of the oxygen ion (2px + 2py , 2pz, and 2px − 2py) with
one-electron energies of 3.50, 3.51 and 3.62 eV above the top
of the VB, respectively. These occupied orbitals are denoted
as px+y(O), pz(O), and px−y(O) and their spatial distribution
is shown in Fig. 3. It should be noted that px+y(O) and
px−y(O) have similar structures but they are not degenerate
because the symmetry group of the defect is C2v and it has
only one-dimensional irreducible representations. The lowest
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FIG. 3. (Color online) Calculated optical absorption spectrum of
the O2−-VA dipole (a) and one-electron states participating in the most
intense optical absoprtion transition (b)–(d).

unoccupied orbital (LUMO) can be identified with the 1s wave
function of the vacancy and is denoted as s(VA) (see Fig. 3).
The corresponding one-electron energy level is 11.90 eV above
the top of the VB. Two higher-energy unoccupied states,
denoted as v2 and v3, have complex characters and are formed
by comparable contributions of atomic orbitals of several
atoms.

The optical absorption spectrum calculated with TDDFT is
shown in Fig. 3. The lowest absorption band is formed by the
transitions from the 2p states of the oxygen ion to the 1s state
of the vacancy, i.e., px+y(O)→s(VA), px−y(O)→s(VA), and
pz(O)→s(VA). These transitions have excitation energies of
6.38, 6.48, and 6.63 eV, respectively, with the latter being the
most intensive. The shape and position of this band agree very
well with the experimental absorption band at 6.7 eV.30

The second calculated OA band is centered at ∼8.5 eV,
which is also in excellent agreement with the experimentally
observed band at 8.4 eV.30 The low-energy part of this band
consists of the transitions from the same px±y(O), pz(O) states
of the oxygen ion into v2,3 orbitals having the energies in the
range 8.1–8.6 eV. The transitions forming the higher-energy
part yet are of more complicated nature and their one-electron
interpretation is difficult.

The smooth curve shown in Fig. 3 is a convolution of
Gaussian-type functions, each centered at the excitation energy
of the corresponding transition and weighed with the value of
the corresponding oscillator strength. The full width at half
maximum (FWHM) for all Gaussians is 0.4 eV.

Figure 4 shows schematically the potential energy surfaces
of the ground state (E0) and three lowest excited states. In the
case of the O2−-VA dipole, these excited states correspond to
the px±y(O)→s(VA) (E1,2) and pz(O)→s(VA) (E3) charge-
transfer transitions from 2p orbitals of the oxygen ion into
the vacancy 1s orbital. These transitions are indicated with the
arrows originating at the ground state’s energy minimum.

Calculating the luminescence energies requires finding the
minimum of the potential energy surface for the corresponding
excited states. Unfortunately, doing this using TDDFT is ex-
tremely computationally expensive. Therefore, we determined
the potential energy minimum for the lowest-energy triplet
excited state, shown in Fig. 4 with a white circle, using the
�SCF method.

FIG. 4. Schematics of potential energy surface for the ground
state (E0) and three lowest-energy excited states (E1,2,3) of the O2−-VA

defect. The energy minima are shown with white circles. The vertical
lines indicate singlet-singlet excitation energies calculated using
TDDFT. The dashed line shows the triplet-singlet energy splitting
calculated using the �SCF method. See text for details.

This lowest triplet excited state corresponds to the
px+y(O)→s(VA) transition. The local lattice distortion in this
fully relaxed excited state is much smaller than that in the
ground state. This is an expected result since both defect
components in this case (they are O− ion and the adjacent
F center) are neutral with respect to the crystal lattice, in
contrast to the ground state. The displacements of ions from
their ideal lattice sites do not exceed 0.1 Å.

The luminescence energy calculated for this geometrical
structure using �SCF corresponds to the triplet→singlet
transition (indicated with the dashed line in Fig. 4) and has
the value of 1.71 eV, which is significantly smaller than the
experimental value of 2.67 eV.30 This luminescence energy can
also be determined as an excitation energy from the ground
state to an excited state, where the corresponding geometrical
structure of the ground state is shown in Fig. 4 using the shaded
circle.

We have calculated the energies for several singlet→singlet
transitions for this geometrical structure using the TDDFT
method. Here, we assume that these singlet excited states have
their energy minima at approximately the same geometrical
configuration as the lowest triplet excited state. We found that
the three lowest excited states correspond to the transitions
from px±y(O) and pz(O) states into s(VA) with respective
luminescence energies of 1.99, 2.23, and 3.00 eV. The
oscillator strengths of the first two transitions are ∼0.001,
while for the third one it is 0.116.

Taking into account that the latter transition is dominant
and that the calculated emission energy is in a reasonable
agreement with the experimentally observed value (2.6 eV),
we suggest that the s(VA)→pz(O) transition is the most
efficient luminescence channel for the O2−-VA defect. It can
also be concluded that nonradiative transitions from E3 to
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TABLE IV. Hyperfine coupling constants (in Gauss) calculated
for FA(O2−) center.

Ion A1 Axis A2 Axis A3 Axis

F(001) 103.54 〈001〉 78.82 〈110〉 78.03 〈110〉
F(100) 72.11 〈100〉 51.35 〈001〉 50.96 〈011〉
F(101) 9.14 〈101〉 6.59 〈010〉 6.50 〈10〉
F(110) 8.30 〈110〉 6.37 〈001〉 6.28 〈110〉
F(110) 3.89 〈331〉 1.65 ⊥ 1.65 ⊥
F(101) 3.07 〈101〉 1.77 ⊥ 1.77 ⊥
F(111) 5.57 〈443〉 3.10 ⊥ 3.10 ⊥

E1,2 potential energy surfaces provide no contribution to the
defect luminescence. This is consistent with the experimental
observation that the emission and absorption of the dipole have
the same polarization and, therefore, are associated with the
same electronic state.30

D. FA(O2−) center

An FA(O2−) center is formed by an F center perturbed
with a substitutional O2− ion occupying a (100) nearest anion
site. These centers appear in oxygen-containing CaF2 crystals
during the photodissociation of oxygen-vacancy dipoles and
upon exposure of these crystals to ionizing radiation. FA(O2−)
centers are known to exhibit the optical absorption dichroism74

and, at temperatures above 250 K, can be converted into
F+

2A(O2−) centers, each formed by a pair of F centers sharing
a positive charge (F+

2 ) and perturbed by a substitutional O2−
ion.23

We have calculated the properties of the FA(O2−) center
using the Ca14F28 embedded QM cluster. This defect is
charged with respect to the crystal lattice and, therefore, causes
considerable lattice distortion. The largest displacements are
those of four Ca2+ ions nearest to the oxygen impurity: they
displace toward the oxygen ion by 0.12–0.15 Å. Fluorine ions
nearest to the oxygen impurity displace away from it by 0.13 Å.
Displacements of other atoms do not exceed 0.1 Å.

The calculated hf coupling constants of the defect are
summarized in Table IV. To label the neighboring ions, the
following coordinate system is used. The z axis is chosen along
the line connecting the oxygen ion and the vacancy site. The
vacancy is positioned at the origin of the coordinate system,
i.e., at the (000) site, and the O2− ion is at the (001) site. The
axial symmetry of the hf coupling tensor for F(110), F(101),
and F(111) ions is approximate, as well as are the directions
of principal axes.

The occupied 2pz and px±y states of the oxygen ion are
at 3.57 and 3.7 eV above the top of the VB, while the F

center 1s state is at 8.19 eV above the top of the VB. The
calculated OA spectrum of the FA(O2−) center is formed by
three intra-F center 1s → 2p transitions, in which both initial
and final states are perturbed by the presence of the oxygen
impurity. The excitation energies of these transitions are 3.16,
3.43, and 3.46 eV and their oscillator strengths are 0.086,
0.015, and 0.0120, respectively. These results are consistent
with the experimental observation placing the FA(O2−) center
absorption bands at 2.8 and 3.2 eV.23,30,74 The calculated ex-
citations energies are overestimated by approximately 0.3 eV.

FIG. 5. (Color online) Geometrical configuration and calculated
hyperfine coupling constants for an F +

2A(O2−) center. Arrows show the
direction of the principal axis of the hf coupling tensor. Symbols ‖ and
⊥ indicate the hf coupling along the principal axis and perpendicular
to it. All values are in Gauss. The crossing points of dashed lines
show the positions of the lattice cations. For clarity, only a fragment
of the QM cluster is shown.

This is most likely due to the confinement of the unoccupied
p states of the F center within the QM cluster, resulting in
the overestimated kinetic energy contribution to the values of
their one-electron energies.

E. F+
2A(O2−) center

The F+
2A(O2−) center is formed by an F+

2 center, i.e., a pair
of anion vacancies sharing one electron, perturbed by an O2−
ion. This defect can have several structural configurations as
defined by the relative positions of the constituent vacancies
and the O2− ion. Here, we consider only the most compact
configuration of these three species. Ab initio calculations
of other configurations, in which the F+

2 center and the
oxygen impurity are separated, would require much larger
QM clusters. At the same time, one can expect that, due to
electrostatic attraction between the F+

2 and O2− components,
only the most compact configuration is statistically significant.

The considered F+
2A(O2−) center configuration consists of

two fluorine vacancies oriented along the 〈100〉 axes and the
oxygen ion at the anion site nearest to one of these vacancies,
as shown in Fig. 5, and its properties are calculated using the
Ca18F40 QM cluster.

Although the F+
2A(O2−) defect is not charged with respect

to the crystal lattice as a whole, it has a positively charged
component (F+

2 ) and a negatively charged one (O2−) and,
therefore, creates considerable lattice distortion.

The electrostatic repulsion between the unpaired electron
and O2− ion results in polarization of the F+

2 center, so the
vacancy lying on the face diagonal from the oxygen ion
(vacancy A in Fig. 5) is more populated. The Mulliken spin
charge for this vacancy is 0.46 |e|, while it is 0.15 |e| for
the vacancy B. The largest displacements are those of the
fluorine and calcium ions nearest to both vacancies. Values of
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FIG. 6. (Color online) The calculated optical absorption spectrum
(a) and the lowest-energy one-electron states for an F +

2A(O2−) center:
(b) σ bonding orbital, (c) σ ∗ antibonding orbital, and (d) π -like
orbital.

their displacements range from 0.15 to 0.30 Å. The oxygen
ion moves toward the nearest vacancy by 0.12 Å. Despite the
unequal electron occupation of the vacancies, this defect can be
seen as an F+

2 center, rather than an F–VA complex, perturbed
by the O2− ion.

The character of the charge density distribution in the
F+

2A(O2−) center is reflected in the values of the corresponding
hyperfine interaction parameters (Fig. 5). We report only
two values of hf coupling for each ion. This is because the
hf tensors for all ions are nearly axial; the deviation from
the axial symmetry, defined as the ratio |A2−A3|

A1
, does not

exceed 2%. This allows us to provide one value of A‖ with
corresponding principal axis (shown with arrows in the figure),
while for both perpendicular directions, the hf values are
the same and are given as A⊥. The fluorine ions near the
vacancy A have larger hf coupling values than those near
vacancy B, which is a reflection of the uneven spin density
distribution.

The calculated optical absorption spectrum is shown in
Fig. 6. The spectrum has three distinct bands. The lowest one
is centered at 2.52 eV and is assigned to the electron transition
from a σ bonding to a σ ∗ antibonding orbital of the perturbed
F+

2 center. These orbitals are shown in Figs. 6(b) and 6(c),
respectively. The second band is formed by three transitions
with energies 3.62, 3.94, and 4.07 eV, of which the first and the
third transitions are more intensive ones. The excited states,
corresponding to these transitions, have the nature of perturbed
π -like orbitals of the F+

2A(O2−) center, i.e., they are formed by
p orbitals of the vacancy states oriented perpendicularly to the
line connecting the vacancies. One of these states is shown
in Fig. 6(d). Finally, the third band has its maximum at about
5 eV and is composed of several transitions. The orbitals of
the corresponding excited states have complex structures and
are not shown in the figure.

It is known from the experimental data23 that the F+
2A(O2−)

center has two optical absorption bands at 2.3–2.4 and at
3.4 eV, which have approximately equal intensities. Thus, the
calculated optical absorption bands are in a good agreement
with these data (within 0.2 eV).

FIG. 7. Calculated energy levels of the defects. Solid up and down
arrows indicate vertical ionization potentials and vertical affinities,
respectively. Dashed down arrows indicate the energy gain due to
the defect relaxation immediately after ionization. Eg shows the one-
electron band gap. All values are given in eV.

F. Charge trapping at the point defects

In order to investigate the ability of defects to be ionized
by UV light and, conversely, to trap electrons moving at the
bottom of the CaF2 conduction band, we calculated “vertical”
ionization potentials (IP) and electron affinities for several
defects. The vertical ionization potentials are calculated as

IP = E(D − e−) + E(CaF2 + e−) − [E(D) + E(CaF2)] ,

where E(D) is the total energy of the defect in its lowest-energy
geometrical configuration and E(D − e−) is the total energy
of the ionized defect in the same configuration, E(CaF2) is the
energy of the nondefective CaF2 QM cluster and E(CaF2 +
e−) is the energy of the same cluster with one electron at the
bottom of the conduction band. Similarly, the vertical electron
affinities of defects are calculated as

EA = E(D) + E(CaF2 + e−) − [E(D + e−) + E(CaF2)],

where E(D + e−) is the total energy of the negatively charged
defect calculated in the geometrical structure corresponding to
its neutral state. In addition, in some cases, we considered the
energy due to the defect relaxation after ionization. Since the
positions of the energy levels are determined using the IP and
EA calculated with respect to the conduction band, it is natural
to plot these levels with respect to the conduction-band edge
(see Fig. 7). For completeness, we also plot the valence-band
edge schematically. Since neither the top of the valence band
nor the band gap enter these calculations, the exact value of
the band gap Eg in Fig. 7 is irrelevant.

The results of these calculations are summarized in
Fig. 7. Clearly, neutral [F , O2−-VA, and F+

2 (O2−)], negatively
charged [FA(O2−)], and positively charged (F+

2 ) defects have
levels within the band gap and can be ionized by sub-band-gap
UV light. Importantly, while the IPs of the F and F+

2 centers
due to anion vacancies alone are 6.1 and 8.2 eV, the IPs of
similar defects in the vicinity of substitutional O2− ions reduce
to 4.7 and 6.5 eV, respectively.
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On the other hand, positively charged defects VA, O−, and
F+

2 have vertical electron affinities of ∼3–4 eV and can readily
trap electrons from the bottom of the conduction band. More-
over, even neutral defects O2−-VA and F+

2 (O2−) have non-
negligible vertical electron affinity and can also trap electrons.
Thus, the presence of oxygen-containing defects creates addi-
tional channels for the photoinduced defect transformation.

We notice that once the charge state of a defect changes,
the atoms in its vicinity displace so as to adopt positions
corresponding to the energy minimum on the new potential
energy surface. The energy released in this process is called
relaxation energy. It is released in the form of lattice vibrations
and its amount depends on the particular defect structure.
In Fig. 7, we show that relaxation energy corresponding
to the transformation of a neutral F center to a positively
charged anion vacancy VA is ∼2.8 eV. A similar value has
been obtained for the transformation of a negatively charged
FA(O2−) center to a neutral O2−-VA center. This suggests that
not only the electronic structure of the F center component
of an FA(O2−) center is similar to that of an isolated F

center, but also the atomic displacements due to the F center
ionization are similar in the two systems. Thus, the field of
the atomic displacements near an O2−-VA center can be well
approximated by a superposition of the atomic displacements
due to a positively charged anion vacancy and a negatively
charged substitutional O2− ion.

IV. SUMMARY AND CONCLUSIONS

Our results provide a comprehensive characterization of
several defects formed by anion vacancies and oxygen impuri-
ties in the bulk CaF2. Using an embedded cluster method and
ab initio calculations, we accurately reproduce the existing
spectroscopic data on relatively simple defects and predict
the properties of more complex defects, combining several
vacancy and impurity centers.

The versatile computational approach used in this work
allows one to judiciously select an appropriate size and shape
of the QM region, apply HF, hybrid DFT and “beyond”-DFT
ab initio methods, and calculate a wide range of spectroscopic
properties.

The computational method, density functional, and the
basis set have been tested for the F center and O2−-VA

defects. The calculated properties are generally in good
agreement with available experimental data. For example,
the discrepancies between the experimental and calculated
electronic paramagnetic resonance parameters do not exceed

15%. In particular, in the case of the bulk F center, we
successfully reproduced a highly anisotropic distribution of the
spin density up to the fifth shell of the lattice anions. The optical
absorption energies, calculated using the TDDFT technique,
differ from the corresponding experimental values by no more
than 0.2–0.3 eV. This gives our calculation predictive strength
for calculating properties of complex defect structures.

We predict that the substitutional O− ion has the OA band
at about 7 eV. An experimental observation of this absorption
band is complicated by the presence of other oxygen centers
having optical absorption in the same energy region. We
suggest that this difficulty might be overcome if the intensity
of the optical absorption is correlated with the intensity of the
corresponding O− EPR signature.

We determined the one-electron states involved in the
optical absorption and emission in the O2−-VA defect and
found that the maximum of the 6.7-eV absorption band is as-
sociated with the third lowest-energy transition pz(O)→s(VA).
The luminescence band is associated with the corresponding
s(VA)→pz(O) transition with a calculated energy of 3.0 eV.
We suggest that the first and second lowest excited states do
not contribute to the emission because of negligible values
of the corresponding transition intensities. Similarly, for the
F+

2A(O2−) center, in which the two vacancies are closest to
each other, the calculated optical absorption spectrum agrees
well with the experimental data.

Finally, we demonstrated that substitutional oxygen species
create additional channels for the photoinduced defect trans-
formation and give rise to both deep and shallow electron
traps. The extent of the lattice relaxation around such defects
strongly depends on their structure and the charge state. Both
of these issues create significant problems in using CaF2

for nanolithography applications. However, the richness of
such defect-induced optical absorption and emission features
might be used in other applications such as photodetection and
sensory functions, which can be further advanced by exploiting
a recently demonstrated property of birefringent materials to
form invisibility cloak for macroscopic objects.75
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